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* Overview of High Performance
Computing

* Look at where HPC may be going
 Benchmarks
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= White House HPC Initiative

The White House
Office of the Press Secretary

For Immediate Release July 29, 2015

Executive Order — Creating a
National Strategic Computing
Initiative

EXECUTIVE ORDER

CREATING A NATIONAL STRATEGIC COMPUTING INITIATIVE

By the authority vested in me as President by the Constitution and

the laws of the United States of America, and to maximize benefits
of high-performance computing (HPC) research, development, and
deployment, it is hereby ordered as follows:

Section 1. Policy. In order to maximize the benefits of HPC for
economic competitiveness and scientific discovery, the United
States Government must create a coordinated Federal strategy in
HPC research, development, and deployment. Investment in HPC
has contributed substantially to national economic prosperity and
rapidly accelerated scientific discovery. Creating and deploying
technology at the leading edge is vital to advancing my
Administration's priorities and spurring innovation. Accordingly,
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<= NSCI has 5 Strategic Themes

* (Create systems that can apply exaflops of
computing power to exabytes of data.

* Keep the United States at the forefront of HPC
capabilities.

* Improve HPC application developer productivity
* Make HPC readily available

* Establish hardware technology for future HPC
systems.
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State of Supercomputing in 2015

« Pflops (> 10" Flop/s) computing fully established
with 81 systems.

* Three technology architecture possibilities or
“swim lanes” are thriving.
 Commodity (e.g. Intel)
 Commodity + accelerator (e.g. GPUs) (104 systems)
« Special purpose lightweight cores (e.g. IBM BG, ARM,
Intel’s Knights Landing)
* Interest in supercomputing is now worldwide, and
growing in many new markets (around 50% of Top500
computers are used in industry).

- Exascale (10'® Flop/s) projects exist in many
countries and regions.

 Intel processors largest share, 89% followed by
AMD, 4%.



{\
A %
ICL g
FTIFdCOMPUTER

H. Meuer, H. Simon, E. Strohmaier, & JD

- Listing of the 500 most powertul
Computers 1n the World
- Yardstick: Rmax from LINPACK MPP

Ax :b, dense problem TPP performance

- Updated twice a year -
SC*xy 1n the States in November
Meeting in Germany in June

Rate

- All data available from www.top500.0org s



¢. Performance Development of HPC over
~ the Last 24 Years from the Top500
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November 2015: The TOP 10 Systems

) Rmax | 7% of|| Power IMF/ops
Rank Site Computer Country Cores [Pflops] | Peak|| Mw] ||/ Watt
National Super Tianhe-2 NUDT,
1 Computer Center in | Xeon 12C + IntelXeon Phi (57c) 3,120, 33.9 62 17.8 || 1905
Guangzhou +
DOE / OS Titan, Cray XK7, AMD (16C) + >
2 Oak Ridae Nat Lab Nvidia Kepler 6PU (14c) + 560, 640 17.6 65 8.3 ||2120
J Custom
DOE / NNSA Sequoia, BlueGene/Q (16c¢)
3 L Livermore Nat Lab + custom 1,572,864 17.2 85 7.9 || 2063
RIKEN Advanced Inst K computer Fujitsu SPARC64
~ for Comp Sci VIIIfx (8c) + Custom .' SO 10.5 93 12.7 || 827
DOE / 05 Mira, BlueGene/Q (16c) g5~
5 Argonne Nat Lab + Custom 786,432 | 8.16 85 || 3.95 || 2066
S
DOE / NNSA / Trinity, Cray XC40,Xeon 16C +
6 Los Alamos & Sandia Custom <Moot
. Piz Daint, Cray XC30, Xeon 8C +
7 Swiss CSCS Nvidia Kepler (14c) + Custom 115,984 -’ 2.3 || 2726
Hazel Hen, Cray XC40, Xeon 12¢C
8 HLRS Stuttgart + Custom 185,088
Shaheen II, Cray XC40, Xeon
9 KAUST 16¢ + Custom b Arabi 196,608 5.5 2.8 || 1954
Texas Advanced |[Stampede, Dell Intel (8c) + Infe Y i
e Computing Center Xeon Phi (61c) + IB ‘ ALY [ ekl 4.5 |} 1489
500 (368) Karlsruher MEGAWARE Intel Ger'many 10, 800
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“ Accelerators

M NVIDIA (66)

M Intel Xeon Phi (28)
ul Kepler/Phi (4)

ul ATI Radeon (3)

u PEZY-SC (2)

M IBM Cell (0)

il Clearspeed (0)
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“* Performance Share of Accelerators
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Recent Developments

US DOE planning to deploy O(100) Pflop/s systems for
2017-2018 - $525M hardware

" Oak Ridge Lab and Lawrence Livermore Lab to receive IBM
and Nvidia based systems

"~ Argonne Lab to receive Intel based system
» After this Exaflops

"~ US Dept of Commerce is |
groups from receiving In
cle

> Na‘rlonal SC Center Changs

11



Yutong Lu from NUDT at the International Supercomputer
Conference in Germany in July

' m
status of Tianhe Systé
System peak(PF) 1.7 :
Peak P(‘v.‘.v‘ruf\]\.'\’] 1.0
62 1B x

Total System Memory

VOO
||||||

12



China Accelerator 757

Matrix2000 GPDSP
7 High Performance I High Throughput
> 64bit Supported » High-bandwidth Memory
> ~2.4/4.8TFlops(DP/SP) > 32764GB
> 1GHz, ~200W > PCIE 3.0, 16x
SNO SN1 SN2 SN3 SN4 SNS5
I 10
10
IONO ION1
SYNC SYNC SYNC SYNC SYNC SYNC
SubGC SubGC SubGC SubGC SubGC SubGC SubGC SubGC
MCU MCU MCU MCU

() (7 W - N S S Q)HPCL
\@; National University of Defense Technology (
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<= (China’s Other Machine

" Sunway Blue Light - Sunway BlueLight
MPP, ShenWei processor SW1600
975.00 MHz, Infiniband QDR

> Site: National Supercomputing Center in Jinan
> Cores: 137,200

> Linpack Performance (Rmax) 795.9 TFlop/s
Theoretical Peak (Rpeak) 1.07 PFlop/s

> Processor: ShenWei SW1600 16C, 975 MHz (Alpha
arch)

> Interconnect: Infiniband QDR

" Rumored to have a 100 Pflop/s system,
perhaps in June 2016.

07
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< Countries Share
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Absolute Counts

T o China: 109

. L I e Japan: 38
T ————— UK: 18
—— e (T France: 18

. — Germany: 32
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China nearly tripled the number of
systems on the latest list,

while the number of systems in the
US has fallen to the lowest point
since the TOP500 list was created.
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Technology Trends:

Microprocessor C

Ny,

Gordon Moore (co-founder of

Intel) Electronics Magazine, 1965
Number of devices/chip
doubles every 18 months

2X transistors/Chip Every
1.5 years

Called “Moore’s Law”

The future of integrated electronics is the future of electron-
ics itself. The advantages of integration will bring about a
proliferation of electronics, pushing this science into many
new areas.,

Integrated circuits will lead to such wonders as home
computers— or at least terminals connected to a central com-
puter—automatic controls for automobiles, and personal
portable communications equipment. The electronic wrist-
watch needs only a display to be feasible today.

But the biggest potential lies in the production of large
systems. In telephone communications, integrated circuits
in digital filters will separate channels on multiplex equip-
ment. Integrated circuits will also switch telephone circuits
and perform data processing.

Computers will be more powerful, and will be orzanized
in completely different ways. For example, memaories built
of integrated electronics may be distributed throughout the

The author

Dr. Gordon E. Moore is one of
the new breed of electronic
engineers, schooled in the
physical sciences rather than in
electronics. He earned a B.S.

1 degree in chemistry from the
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machine instead of being concentrated in a central unit. In
addition, the improved reliability made possible by integrated
circuits will allow the construction of larger processing units.
Machines similar to those in existence today will be built at
lower costs and with faster turn-around.

Present and future

By integrated electronics, | mean all the various tech-
nologies which are referred to as microelectronics today as
well as any additional ones that result in electronics func-
tions supplied to the user as irreducible units.  These tech-
nologies were first investigated in the late 1950°s. The ob-
Jject was to miniaturize electronics equipment to include in-
creasingly complex electronic functions in limited space with
minimum weight. Several approaches evolved, including
microassembly techniques for individual components, thin-
film structures and semiconductor integrated circuits.

Each approach evolved mpidly and converged so that
each barrowed techniques from another. Many researchers
believe the way of the future to be a combination of the vari-
ous approaches.

I'he advocates of semiconductor integrated circuitry are
already using the improved characteristics of thin-fi lm resis-
tors by applying such films directly to anactive semiconduc-
tor substrate. Those advocating a technology based upon




Moore’s Secret Sauce: Dennard Scaling

Moore's Law put lots more transistors on a
chip...but it's Dennard’s Law that made
them useful

Dennard observed that voltage
and current should be proportional to
the linear dimensions of a transistor

Dennard Scaling : s a
. esign of Ion-Implante s wit]
» Decrease feature size by a factor of A and gvery Small Physical Dimensions

ROBERT H. DENNARD, memsER, 1EEE, FRITZ H. GAENSSLEN, HWA-NIEN YU, meuBER, 1BEE, V. LEO

: :
decrease voltage by a factor of A ; then SRR e R RN M gt
] ] 2
° # tra n S I Sto rS I n Cre a Se b A Abstract—This paper considers the design, fabrication, and List oF SyasoLs
characterization of very small MOSFET switching devices suitable

for digital integrated circuits using dimensions of the order of 1 p. a Inverse semilogarithmic slope of sub-
Scaling relationships are presented which show how a conventional threshold characteristic.

.
) MOSFET can be reduced in size. An improved small device struc- ) Width of idealized step function pro-
OCK S p eed Increases y tare o presentod. the e Ton mplamtaion 10 provide sallow o of el step o
source and drain regions and a nonuniform substrate doping pro- , . I
file. One-dimensional models are used to predict the substrate AW, Work function difference between gate
doping profile and the corresponding threshold voltage versus and substrate.

-
. source voltage characteristic. A two-dimensional current transport €51y Cox Dielectrie constants for silicon and
‘model is used to predict the relative degree of short-channel effects silicon dioxide.
for different device parameter combinations. Polysilicon-gate 1 Drain current,
MOSFET’s with channel lengths as short as 0.5 x were fabricated, l\“ Bolt PR "
and the device characteristics measured and compared with pre- ¢ oftzmann’s constant.

dicted values. The performance improvement expected from using K Unitless scaling constant.
these very small devices in highly miniaturized integrated circuits L MOSFET channel length.
is projected. Heost Effective surface mobility.
n, Intrinsic carrier concentration.
N, Substrate acceptor concentration.
v, Band bending in silicon at the onset of

Manuseript received May 20, 1974; revised July 3, 1974. : Ny
The authors are with the IBM T. J. Watson Research Center, strong inversion for zero substrate

2x transistor count

407% faster - [Dennard, Gaensslen, Yu, Rideout, Bassous,
50% more efficient Leblanc, IEEE JSSC, 1974] 17




Unfortunately Dennard Scaling 1s Over:
What 1s the Catch?

Breakdown is the result of small feature sizes, power
density don’t scale with size, current leakage poses
greater challenges, and also causes the chip to heat up
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Powering the transistors without melting the chip
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Dennard Scaling Over
Evolution of processors

The primary reason cited for the breakdown is that at small sizes, current
leakage poses greater challenges, and also causes the chip to heat up,
which creates a threat of thermal runaway and therefore further increases
energy costs. Can’t continue to reduce the cycle time.

Dennard scaling
brakedown
Single-core Era

Multicore Era




Peak Performance - Per Core

FLOPS = cores x clock x AL

cycle

Floating point operations per cycle per core

+
+
+
+
+
We
are W+
Here

Most of the recent computers have FMA (Fused multiple add): (i.e.
X <X + y*Z in one cycle)

Intel Xeon earlier models and AMD Opteron have SSE2

+ 2 flops/cycle DP & 4 flops/cycle SP

Intel Xeon Nehalem (‘0g) & Westmere ('10) have SSE4

+ 4 flops/cycle DP & 8 flops/cycle SP

Intel Xeon Sandy Bridge('11) & vy Bridge (‘22) have AVX

+ & flops/cycle DP & 16 flops/eycle SP ——
Intel Xeon Haswell ('13) & (Broadwell ("14)) AVX2
+ 16 flops/cycle DP & 32 flops/cycle SP

ddddddd

+ Xeon Phi (per core) is at 16 flops/cycle DP & 32 flops/cycle SP

Intel Xeon Skylake (server) ("15) AVX 512
+ 32 flops/cycle DP & 64 flops/cycle SP




CPU Access Latencies in Clock Cycles

Main memory I 167 Cycles
L3 Cache Full Random access I 33
L3 Cache In Page Random access I 18
L3 Cache sequential access M 14
L2 Cache Full Random access M 11
L2 Cache In Page Random access 1Ml 11
L2 Cache sequential access 1l 11
L1 Cache In Full Random access W4
L1 Cache In Page Random access W4

L1 Cache sequential access W4

0 50 100 150 200
Cycles
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We Can Build an Exascale System Today

Connect together 30 Tianhe-2 systems

Require 534 MW of power, programming for 400 M threads, and $15Bzfrice tag
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< Today’s #1 System

Tianhe-2

System peak 55 Pflop/s
Power 18 MW
(3 Gflops/W)
System memory ( B1.4 PB
1.024 PB CPU + .384 PB CoP)
Node performance 3.43 TF/s
(.4 CPU +3 CoP)
Node concurrency 24 cores CPU

+

171 cores CoP

Node Interconnect BW 6.36 GB/s
System size (nodes) 16,000
Total concurrency 3.12M

12.48M threads (4/core)

MTTF Few / day



¢ Exascale System Architecture
~ with a cap of $200M and 20MW

Tianhe-2

System peak 55 Pflop/s
Power 18 MW
(3 Gflops/W)
SYSTem memor‘y (1.024 PBléﬂj. PIiBB4PBC P)
Node performance 3.43 TF/s
(.4 CPU +3 CoP)
Node concurrency 24 cores CPU

+

171 cores CoP

Node Interconnect BW 6.36 GB/s
System size (nodes) 16,000
Total concurrency 3.12M

12.48M threads (4/core)

MTTF Few / day



¢. Exascale System Architecture

ICL

‘with a cap of $200M and 20MW

Systems 2015 Difference
Tianhe-2 Today & Exa

System peak 55 Pflop/s 1 Eflop/s ~20x
[ Power 18 MW ~20 MW o(1) ]
(3 Gflops/W) (50 Gflops/W) ~15x
System memory o PBIC:tPsE e 32 -64PB ~50x
Node performance ?41331?2)/5 1.2 or 15TF/s 0(1)
Node concurrency 24 cores CPU O(1k) or 10k ~Bx - ~50x
171 co:es CoP
Node Interconnect BW 6.36 GB/s 200-4006GB/s ~40x
! System size (nodes) 16,000 O(100,000) or O(1IM) ~6x - ~60x
Tofal concurrency 12.48M5#240d!\(/:/m) O(biition) ~100X
MTTF Few / day Many / day O(?)



Benchmarks
High Performance Linpack (HPL)

- Is a widely recognized and discussed metric for ranking
high performance computing systems

- When HPL gained prominence as a performance metric in
the early 1990s there was a strong correlation between
its predictions of system rankings and the ranking
that full-scale applications would realize.

- Computer system vendors pursued designs that
would increase their HPL performance, which would in

turn improve overall application performance.

- Today HPL remains valuable as a measure of historical
trends, and as a stress test, especially for leadership
class systems that are pushing the boundaries of current
technology.
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The Problem

- HPL performance of computer systems are no longer so
strongly correlated to real application performance,
especially for the broad set of HPC applications governed
by partial differential equations.

- Designing a system for good HPL performance can
actually lead to design choices that are wrong for the
real application mix, or add unnecessary components or
complexity to the system.



Concerns

- The gap between HPL predictions and real application
performance will increase in the future.

- A computer system with the potential to run HPL at 1
Exaflops is a design that may be very unattractive for
real applications.

- Future architectures targeted toward good HPL
performance will not be a good match for most
applications.

- This leads us to a think about a different metric



Goals for New Benchmark

- Augment the TOPS500 listing with a benchmark that correlates with important
scientific and technical apps not well represented by HPL

Compact
Model

- Encourage vendors to focus on architecture features needed for high
performance on those important scientific and technical apps.

- Stress a balance of floating point and communication bandwidth and latency
- Reward investment in high performance collective ops
- Reward investment in high performance point-to-point messages of various sizes
- Reward investment in local memory system performance
- Reward investment in parallel runtimes that facilitate intra-node parallelism
- Provide an outreach/communication tool
- Easy to understand
- Easy to optimize
- Easy to implement, run, and check results
- Provide a historical database of performance information
- The new benchmark should have longevity



Proposal: HPCG

High Performance Conjugate Gradient (HPCG).
Solves Ax=b, A large, sparse, b known, x computed.

An optimized implementation of PCG contains essential
computational and communication patterns that are
prevalent in a variety of methods for discretization and
numerical solution of PDEs

Patterns:
Dense and sparse computations.
Dense and sparse collective.
Multi-scale execution of kernels via MG (truncated) V cycle.
Data-driven parallelism (unstructured sparse triangular solves).

Strong verification and validation properties (via spectral
properties of PCQG).



Model Problem Description

- Synthetic discretized 3D PDE (FEM, FVM, FDM).

- Single heat diffusion model.

- Zero Dirichlet BCs, Synthetic RHS s.t. solution = 1.
- Local domain: (n,xn,xn,)

- Process layout; (P, xnp, xnp,)

- Global domain: (. *np)x(n,*np)x(n,*np,)
- Sparse matrix:

- 27 nonzeros/row interior.
- 7 — 18 on boundary.
- Symmetric positive definite.

27-point stencil operator



Merits of HPCG

Includes major communication/computational patterns.
Represents a minimal collection of the major patterns.

Rewards investment in:
High-performance collective ops.
Local memory system performance.
Low latency cooperative threading.

Detects/measures variances from bitwise reproducibility.

Executes kernels at several (tunable) granularities:
nx = ny = nz = 104 gives
nlocal = 1,124,864, 140,608; 17,576; 2,197
ComputeSymGS with multicoloring adds one more level:
8 colors.

Average size of color = 275.
Size ratio (largest:smallest): 4096

Provide a “natural” incentive to run a big problem.
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HPL vs. HPCG: Bookends

- Some see HPL and HPCG as “bookends” of a spectrum.
- Applications teams know where their codes lie on the spectrum.

- Can gauge performance on a system using both HPL and HPCG
numbers.

- Problem of HPL execution time still an issue:
- Need a lower cost option. End-to-end HPL runs are too expensive.
- Work in progress.

- http://icl.cs.utk.edu/hpcg/
- Optimized versions for Intel and Nvidia




Comparison Peak, HPL
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Comparison Peak, HPL, & HPCG
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HPCG Results, Nov 2015, 1-10

10

NSCC / Guangzhou

RIKEN Advanced Institute for
Computational Science

DOE/SC/Oak Ridge Nat Lab

DOE/NNSA/LANL/SNL
DOE/SC/Argonne National
Laboratory

HLRS/University of Stuttgart

NASA / Mountain View

Swiss National

Tianhe-2 NUDT, Xeon 12C 2.2GHz + Intel
Xeon Phi 57C + Custom

K computer, SPARC64 VIlIfx 2.0GHz, Tofu
interconnect

Titan - Cray XK7 , Opteron 6274 16C
2.200GHz, Cray Gemini interconnect,
NVIDIA K20x

Trinity - Cray XC40, Intel E5-2698v3,
Aries custom

Mira - BlueGene/Q, Power BQC 16C
1.60GHz, Custom

Hazel Hen - Cray XC40, Intel E5-2680v3,
Infiniband FDR

Pleiades - SGI ICE X, Intel E5-2680,
E5-2680V2, E5-2680V3, Infiniband FDR

Piz Daint - Cray XC30, Xeon E5-2670 8C

Supercomputing Centre (CSCS) 2.600GHz, Aries interconnect, NVIDIA

KAUST / Jeda

Texas Advanced Computing
Center/Univ. of Texas

K20x

Shaheen Il - Cray XC40, Intel Haswell 2.3
GHz 16C, Cray Aries

Stampede - PowerEdge C8220, Xeon
E5-2680 8C 2.7GHz, Infiniband, Phi
SE10P

3,120,000

705,024

560,640

301,056

786,432

185,088

186,288

115,984

196,608

522,080

33.86

10.51

17.59

8.10

8.58

5.64

4.08

6.27

5.53

5.16

0.580

0.460

0.322

0.182

0.167

0.138

0.131

0.124

0.113

0.096

1.7%

4.4%

1.8%

2.3%

1.9%

2.4%

3.2%

2.0%

2.1%

1.9%

1.1%

4.1%

1.2%

1.6%

1.7%

1.9%

2.7%

1.6%

1.6%

1.0%



HPCG Results, Nov 2015, 11-20
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Forschungszentrum Jilich

Information Technology Center,
Nagoya University

Leibniz Rechenzentrum

EPSRC/University of Edinburgh

DOE/SC/LBNL/NERSC

National Institute for Fusion
Science

GSIC Center, Tokyo Institute of
Technology

HLRS/Universitaet Stuttgart

Max-Planck-Gesellschaft MPI/IPP

CEIST / JAMSTEC

JUQUEEN - BlueGene/Q

ITC, Nagoya - Fujitsu PRIMEHPC
FX100

SuperMUC - iDataPlex DX360M4,
Xeon E5-2680 8C 2.70GHz,
Infiniband FDR

ARCHER - Cray XC30, Intel Xeon E5
v2 12C 2.700GHz, Aries interconnect
Edison - Cray XC30, Intel Xeon
E5-2695v2 12C 2.4GHz, Aries
interconnect

Plasma Simulator - Fujitsu
PRIMEHPC FX100, SPARC64 Xifx,
Custom

TSUBAME 2.5 - Cluster Platform
SL390s G7, Xeon X5670 6C 2.93GHz,
Infiniband QDR, NVIDIA K20x

Hornet - Cray XC40, Xeon E5-2680
v3 2.5 GHz, Cray Aries

iDataPlex DX360M4, Intel Xeon
E5-2680v2 10C 2.800GHz, Infiniband

Earth Simulator - NEC SX-ACE

458,752
92,160

147,456

118,080

133,824

82,944

76,032

94,656

65,320

8,192

5.0089
291

2.897

1.643

1.655

2.376

2.785

2.763

1.283

0.487

0.095
0.086

0.083
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Conclusions

Exciting time for HPC

For the last decade or more, the research
investment strategy has been overwhelmingly
biased in favor of hardware.

This strategy needs to be rebalanced - barriers
to progress are increasingly on the software
side.

High Performance Ecosystem out of balance

Hardware, OS, Compilers, Software, Algorithms, Applications
No Moore’s Law for software, algorithms and applications



